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Abstract The deterioration in enterprises’ profitability not

only threatens the interests of those firms, but also means

related parties (investors, bankers, and stakeholders) could

encounter tremendous financial losses, which could also

impact the circulation of limited economic resources. Thus,

an enterprise risk forecasting mechanism is urgently nee-

ded to assist decision-makers in adjusting their operating

strategies so as to survive under any highly turbulent

economic climate. This research introduces a novel hybrid

model that incorporates an incremental filter-wrapper fea-

ture subset selection with the statistical examination and

twin support vector machine (IFWTSVM) for enterprise

operating performance forecasting. To promote a hybrid

model’s real-life application, the knowledge visualization

extracted from IFWTSVM is represented in an easy-to-

grasp style. The experimental results reveal that

IFWTSVM’s forecasting quality is very promising for

financial risk mining, relative to other forecasting tech-

niques examined in this study.

Keywords Risk management � Twin support vector

machine � Feature subset selection

1 Introduction

Due to the radical changes that have taken place in global

financial markets, modelling corporate survival and

studying the reasons that lead to a failure/default have

caught the considerable attention of both academics and

practitioners over the last three decades [20, 27]. Financial

failure/default often occurs when a corporate has suffered

from chronic or serious losses and/or when it has become

stuck in a financially insolvent problem. Most corporates

facing financial failure/default not only have to deal with

cash flow difficulties, but they also could disrupt the sta-

bility of financial markets as well as negatively influence

investor confidence [13, 23]. One potential end result is the

inefficient circulation of limited economic resources (like

capital and money), which is one of many reasons why

researchers place so much emphasis on building a financial

pre-warning model.

In the existing research studies that have constructed

financial failure/default warning models, numerous ratios

derived from financial statements are taken as forecasting

attributes, implying that these ratios represent a corporate’s

current status and a possible signal of upcoming financial

troubles [2, 14, 45]. However, it has been widely recog-

nized that the main cause of financial failure/default is poor

management. According to Xu and Wang [58], operating

efficiency reflects the strong or weak effectiveness of

corporate management. Other works utilize accounting

figures, such as return on assets (ROA) or return on equity

(ROE), as proxies for measuring corporate operating effi-

ciency, but those two specific measuring criteria only

consider a single input and a single output variable. They

actually improperly illustrate the whole aspect of a cor-

porate’s operating performance during highly volatile

financial markets [33].
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Data envelopment analysis (DEA) is a useful linear

programming-based algorithm for measuring the relative

efficiency of a set of decision-making units (DMUs) with

multiple input and multiple output variables [4]. DEA does

not need any pre-determination on the shape of the frontier

surface and makes no assumptions concerning the internal

operation of a DMU [9, 44]. Thus, DEA is a very suit-

able surrogate for assessing corporate operating efficiency.

Because Taiwan exhibited a large and stable growth rate

of real GDP per capita that exceeded 8 % yearly on aver-

age over the 1950-2000 period [59], it has been admired as

an economic miracle and has caught considerable

researcher attention. Before the 1980s, the agriculture

sector dominated Taiwan’s economy, but after the 1980s

the controlling power changed to labor-intensive manu-

facturing industries. In a traditional economy, physical

assets (land, labor, equipment, and capital) are vital ele-

ments to determine the value of an enterprise and whether

it can sustain or strengthen its competitive abilities. How-

ever, the Internet and the tremendous advancement of

information and communication technologies have stirred

these resources to circulate quickly all over the world, thus

facilitating the rise of the current era of a knowledge-based

economy [8, 35, 49]. In this knowledge-based economy,

the core ingredient of any value-creating or value-added

business activity has transformed from physical assets to

knowledge-based assets [18, 43], which can help generate a

corporate’s knowledge resources and core competences,

such as R&D innovation, employees’ domain knowledge

and professional skills, market share, and patents.

Compared with multinational or international firms,

enterprises in Taiwan have scarce resources, such as technical

staff and financial resources. It is thus essential for Taiwan

managers or decision makers to realize what elements can

enable their firm to be soundly competitive. Qiao et al. [39]

stated that involvement in industry association networks can

help corporates reach this goal by drawing on the networks to

secure any missing resources. The network position of a

corporate represents different opportunities to learn from

other corporates and to access emerging ideas or knowledge

that are important for developing innovative thinking and

products [50, 51]. The network configuration also shapes the

competitive priorities of a corporate and converts them into

reputational and informational advantages and a competitive

edge [21]. The literature has very rarely investigated industry

association networks, despite the fact that supplier and buyer

firms are embedded into such networks. Thus, this study

implements a social network model to determine the prestige

of a corporate embedded into industry association networks

and examines how it affects corporate operating performance.

Most related studies in the literature put considerable

effort on generating a warning mechanism to forecast

financial failure/distress [28, 37], yet few works have

researched corporate operating performance forecasting,

which can be a prior stage enacted ahead of any potential

financial failure/distress. If forecasting corporate operating

performance is reliable, then managers or decision makers

can initiate remedial actions to prevent further deterioration

before the financial distress/failure bursts out, and investors

can adjust their investment strategies to eliminate antici-

pated investment-related risks and allocate their personnel

wealth toward suitable financial derivatives as a form of

risk hedging.

This study’s forecasting model construction can be

chiefly divided into two main categories: one is based on a

statistical technique, and the other is grounded on artificial

intelligence [46, 48]. Although the forecasting model based

on a statistical technique attains superior forecasting per-

formance, it has to satisfy strict statistical assumptions that

impede its practical applications. Support vector machine

(SVM) is an effective and widely implemented form of

artificial intelligence for classification and regression tasks

in a variety of real-life problems that does not have to

satisfy strict statistical assumptions [29, 54]. Although

SVM has outstanding generalization ability compared with

other artificial intelligence techniques (such as decision

trees and neural networks), the model construction phase of

SVM involves handling the quadratic programming prob-

lem (QPP), which is very time-consuming and restricts its

utilization. Thus, Jayadeva et al. [24] proposed the twin

support vector machine (TSVM) based on a non-parallel

hyperplane. It seeks two non-parallel proximal hyperplanes

whereby each hyperplane is closer to one of two classes

and as far as possible from the other one [5, 42, 47]. The

difference between traditional SVM and TSVM is that the

former deals with a larger QPP, while the latter handles

two reduced sized QPPs, which is the reason why TSVM

calculates faster than the traditional SVM. Numerous

research studies have demonstrated the effectiveness of

TSVM over traditional SVM. Thus, this research conducts

TSVM to handle the forecasting task.

Our major contribution to the literature is three-fold.

First, for the performance measuring field, this study

implements DEA to measure efficiency through multiple

input and multiple output variables, thus appropriately

illustrating the full aspect of a corporate’s operating per-

formance versus just a limited consideration with a single

input and a single output variable. Second, for industry

association networks, this study implements a social net-

work technique to identify the critical position of an

enterprise embedded into the network that is affecting its

operating performance. Third, in our experimental study

we utilize a novel hybrid model (called IFWTSVM) that

incorporates the incremental filter-wrapper subset selection

technique with twin SVM so as to strengthen the fore-

casting quality.
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The reminder of this study is organized as follows.

Section 2 presents the experimental methodologies and

proposes the forecasting model. Section 3 shows the

experimental outcomes. The final section concludes.

2 Methodologies

2.1 Data envelopment analysis: DEA

Data envelopment analysis (DEA), proposed by Charnes

et al. [10], is a decision support approach grounded on

linear programming for efficiency measurement. The fun-

damental idea of DEA is to compute and calculate an

efficiency frontier, assessed by the relative performance of

homogeneous entities called decision-making units

(DMUs) in terms of the distance of per units to the ideal

frontier. DEA is constructed by utilizing observed multiple

input and multiple output variables [15].

Suppose there are pDMUs, each with q input variables

and r output variables. The performance ranking of the

relative efficiency of DMUs is determined by the following

equations.

Max
Pr

k¼1

akyks

,

Pq

j¼1

bjxjs ð1Þ

s.t.

Pr

k¼1

akykj

,

Pq

j¼1

bjxji ð2Þ

ak � 0; bj � 0 8k;

where k ¼ 1; . . .; r; j ¼ 1. . .; q; i ¼ 1; . . .; p. The

amounts of output k and input j generated by DMUi are

expressed as yki and xji, separately. Here, ak denotes the weight

given to output k, and bj denotes the weight given to input j.

Each DMU decides the weights of input and output

variables so as to maximize the relative performance score.

A score of 1 means a DMU is efficient (that is, the DMU is

located on the efficiency frontier), while a score less than 1

means that it is inefficient (that is, the DMU is located

below the efficiency frontier). In addition, the frontier

yields the parameters needed to evaluate what an inefficient

DMU should do to become efficient [19]. Thus, it has

become a widely implemented technique to handle the task

of performance ranking.

2.2 Incremental filter-wrapper subset selection:

IFWSS

Feature selection is a procedure of identifying a subset of

features from the original set of features that are relevant to

a particular learning problem or task. The subset should be

sufficient and appropriate to illustrate target concepts,

preserving a superior quality in expressing the original

features [57]. This procedure helps to facilitate and

strengthen the forecasting performance of the learned

mechanism by: (a) eliminating the problem due to higher

dimensionality; (b) improving the mechanism’s general-

ization ability; (c) decreasing the mechanism’s computa-

tional complexity; and (d) increasing the learning and

inference speed [17, 57].

The feature subset selection algorithms can be divided

into two main categories: (a) filter algorithms and

(b) wrapper algorithms. The former assess the goodness of

a feature by merely utilizing intrinsic properties of the data,

and the latter implement the classifier embedded into the

algorithm to assess the effectiveness of the features.

Wrapper algorithms achieve better performance than filter

algorithms, but have the disadvantage of being very time-

consuming. In order to preserve the advantages of a

wrapper algorithm, but at the same time preventing being

stuck by its heavy computational burdens, Ruiz et al. [40]

introduced the hybrid filter-wrapper algorithm. The basic

concept of the hybrid algorithm is to rank the feature’s

relevance with respect to the class through filter algorithms.

Sequentially, we implement the following algorithm to go

over the ranking by incrementally feeding those features

that are effective into the classification procedure, where

the effectiveness of including a new feature is evaluated in

a wrapper manner [6].

Grounded on the concept of the hybrid filter-wrapper

algorithm, this study introduces an emerging feature subset

selection algorithm—namely, incremental filter-wrapper

subset selection (IFWSS) approach. IFWSS can be divided

into two main stages: (a) filter stage and (b) wrapper stage.

In the filter stage, we use symmetrical uncertainty (SU), a

kind of mutual information technique, to rank the predic-

tive features. Equation (3) presents the mathematical

format.

SUðFi;CÞ ¼ 2
EðCÞ � EðC Fij Þ
EðCÞ þ EðFiÞ

� �

; ð3Þ

where C denotes the class, and E() denotes the Shannon

entropy. Features are arranged in increasing SU order—

that is, the higher the SU order, the more important it is.

The first feature in the ranking is sequentially fed into

rough set theory (RST) due to its outstanding ability to

handle imprecision, uncertainty, and vagueness (Pawlak

and Skowron 2007). A five-fold cross-validation is then

executed to eliminate the problem of over-fitting. To get a

more compact feature subset, we adjust the process of

feature subset selection. The concept is that when a new

feature is being evaluated, we examine not only the

effectiveness of adding it to the selected feature subset, but
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also swapping it with any of the already included features.

Furthermore, the evaluation process undergoes statistical

testing—that is, if the added feature can improve the

model’s forecasting performance based on statistical test-

ing (e.g., t test with a significance level of 5 %), then the

added feature is preserved and vice versa. The relevant

criterion grounded on statistical testing prevents the

approach from adding new features due to noise or outliers.

Thus, it is clear that IFWSS obtains feature subsets with

sufficient information and superior quality [7, 40].

2.3 Twin support vector machine: TSVM

Vapnik [53] proposed an emerging neural network-based

technique—namely, support vector machine (SVM) - that

is based on the structural risk minimization (SRM) prin-

ciple of maximum margin, dual theory, and kernel trick

that come from statistical learning theory. Due to its

excellent generalization ability for classification and

regression tasks, SVM has caught a great deal of attention

in the past decades. Though SVM achieves outstanding

generalization ability compared with numerous artificial

intelligence techniques, its model construction procedure

involves the complex solution of a quadratic programming

problem (QPP). This can be very time-consuming for

datasets with a large amount of features.

Twin support vector machine (TSVM), introduced by

Jayadeva et al. [24], was proposed to handle the afore-

mentioned problem that traditional SVM encounters.

TSVM discriminates the pattern of classes by implement-

ing two non-parallel hyperplanes. It transforms a single

complex QPP in traditional SVM into two reduced QPPs.

In contrast to SVM, TSVM has been proven to be very

competitive in terms of forecasting quality as it is around

four times faster [41].

We offer an illustration of TSVM as follows [24, 41,

47]. Let the instances of positive and negative class labels

be expressed by f and g, respectively. The matrix X1 -

<f9h denotes the positive class data instance, matrix X2 -

<g9h denotes the negative class data instance, and <
expresses the h-dimensional real space. Equation (4) pre-

sents the two non-parallel hyperplanes in h-dimensional

real space <h [27].

xTw1 þ c1 ¼ 0 and xTw2 þ c2 ¼ 0; ð4Þ

where w1 and w2 represent the hyperplane’s normal vector,

and c1 and c2 are error terms.

The linear TSVM is formulated in Eqs. (5)-(6).

min
w1;c1;f

1

2
X1w1 þ b1c1k k2þd1b

T
2 f

subject to the constraints

�ðX1w1 þ b1c1Þ þ f� b2; f� 0

ð5Þ

min
w2;c2;c

1

2
X2w2 þ b2c2k k2þd2b

T
1 c

subject to the constraints

�ðX1w2 þ b1c2Þ þ c� b1; c� 0;

ð6Þ

where f, c denote the slack variables, and d1, d2 represent

penalty parameters. Two vectors of appropriate dimension

and possessing all values of 1 are expressed by b1 and b2.

Equations (5) and (6) advance the implementation to

establish the TSVM classification mechanism. The

Lagrange multiplier executed in Eq. (5) can be obtained as

follows:

Lðw1; c1; f; a; bÞ ¼
1

2
X1w1 þ b1c1k k2þd1b

T
2 fþ aTððX2w1

þ b2c1Þ � fþ b2Þ � bTf

ð7Þ

The two vectors a and b denote the Lagrange multipli-

ers. Equation (7) under the Karush–Kuhn–Tucker (KKT)

conditions is represented as follows:

oL

ow1

¼ XT
1 ðX1w1 þ b1c1Þ þ XT

2 a ¼ 0 ð8Þ

oL

oc1

¼ bT1 ðX1w1 þ b1c1Þ þ bT2a ¼ 0 ð9Þ

oL

of
¼ d1b

T
2 � bT � aT ¼ 0 ð10Þ

�ðX2w1 þ b2c1Þ þ f� b2; f� 0 ð11Þ

aTððX2w1 þ b2c1Þ � fþ b2Þ ¼ 0; bTf ¼ 0 ð12Þ
a� 0; b� 0 ð13Þ

After combining Eqs. (8) and (9), we obtain Eq. (14).

XT
1

bT1

" #

X1 b1½ �
w1

c1

" #

þ
XT

2

bT2

" #

a ¼ 0 ð14Þ

We reconstruct Eq. (14) with M ¼ X1b1½ �;N ¼ X2b2½ �,

and U1 ¼
w1

c1

" #

as follows:

MTMU1 þ NTa ¼ 0 ð15Þ

U1 ¼ �ðMTMÞ�1
NTa ð16Þ

However, it is complicated to calculate the inverse of

MTM. To handle the aforementioned task, we add a regu-

larization term gI in Eq. (16), and I denotes the identity

matrix, which are represented as follows:

U1 ¼ �ðMTM þ gIÞ�1
NTa ð17Þ

We get the normal vector and error term from the dis-

similar class labels under a similar process.

U2 ¼ �ðNTN þ gIÞ�1
MT i ð18Þ
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We feed the normal vectors and error terms into Eq. (4)

to construct the non-parallel hyperplane. Sequentially, the

hyperplane for each dissimilar class label can be decided

by TSVM, and a new data instance is assigned to a class

label i by Eq. (19).

Classlabel i ¼ min xTwi þ ci

�
�

�
� for i ¼ 1; 2 ð19Þ

The test instance class label is determined by calculating

the perpendicular distance from each hyperplane and tak-

ing the shortest distance. TSVM embedded with a kernel

trick can be extended to handle data with a non-linear

structure. The mathematical formulation of non-linear

TSVM is expressed in Eqs. (20)-(21).

min
ðu1;c1;fÞ

1

2
HðX1;G

TÞU1 þ b1c1

�
�

�
�2þd1b

T
2 f

subject to the constraints

�ðHðX2;G
TÞU1 þ b2c1Þ þ f� b2; f� 0

ð20Þ

and

min
ðu2;c2;cÞ

1

2
HðX2;G

TÞU2 þ b2c2

�
�

�
�2þd2b

T
1 c

subject to the constraints

ðHðX1;G
TÞU2 þ b1c2Þ þ c� b1; c� 0

ð21Þ

Here, G ¼ X1X2½ �T and H denotes the kernel function.

Equation (22) expresses the discriminating hyperplane

with a kernel function.

HðxT ;GTÞU1 þ c1 ¼ 0 and HðxT ;GTÞU2 þ c2 ¼ 0:

ð22Þ

The Lagrange multiplier injected into Eq. (20) can be

represented as follows:

LðU1; c1; f; a; bÞ ¼
1

2
HðX1;G

TÞU1 þ b1c1

�
�

�
�2þd1b

T
2 f

þ aTððHðX2;G
TÞU1 þ b2c1Þ � fþ b2Þ � bTf

ð23Þ

Equations (24) and (25) are now implemented to cal-

culate the normal vectors and error terms for two non-

parallel hyperplanes.

Z1 ¼
U1

c1

" #

¼ �ðQTQÞ�1
QTa ð24Þ

Z2 ¼
U2

c2

" #

¼ ðRTRÞ�1
QTa; ð25Þ

where Q = [H(X1, GT)b1] and Q = [H(X2, GT)b2]. Equa-

tion (26) is executed to determine the class label.

Class i ¼ min HðxT ;GTÞUi þ ci
�
�

�
� for i ¼ 1; 2 ð26Þ

The distance of the new data instance is measured from

both kernel discriminating surfaces, and it is used to

determine the class label from which its distance is shorter

(Chen et al. 2013; [52].

2.4 IFWTSVM model

This study provides a novel hybrid model - namely,

IFWTSVM - that combines incremental filter-wrapper

technique and twin support vector machine for enterprise

risk management. A large amount of prior works on

enterprise risk management only takes return on assets

(ROA) or return on equity (ROE) into consideration, but

both of these two assessing criteria fall into the one input

and one output variable category, which is not appropriate

for representing the full aspect of an enterprise’s operating

performance. With the advantage of handling multiple

input and output variables simultaneously, DEA can rank

and more suitably depict an enterprise’s operating perfor-

mance. The performance rankings generated by DEA in the

highest quintile (20 %) and in the lowest quintile (20 %)

are designated as efficient and inefficient operating per-

formances, respectively.

After going through the performance measuring stage,

this study collects the related information to construct the

enterprise risk forecasting model. However, as too much

information will mislead or disturb the judgement made by

decision makers, a feature subset selection in thus an

essential and inevitable stage. We conduct the incremental

filter-wrapper subset selection (IFWSS) technique to han-

dle the task of feature selection. IFWSS in this study can be

divided into two stages: filter stage and wrapper stage. In

the filter stage, we implement a filter measure (that is,

symmetrical uncertainty) to obtain the prestige of the fea-

ture’s relevance in regard to the class. A sequential

approach is then executed to go over the prestige of the

feature by incrementally adding those features that are

relevant to the classification process, where the relevance

of including a new feature is assessed in a wrapper manner

[7]. The merits of the hybrid filter-wrapper mechanism are

that it preserves the highest proportion of wrapper advan-

tages and eliminates computational burden or complexity

to an acceptable level, instead of allowing it to occur under

the original wrapper algorithm [40]. We take RST as a

surrogate to assess the effectiveness of the added feature in

the wrapper stage.

The informative features determined by IFWSS are used

to construct the enterprise risk forecasting model. The

forecasting model (that is, TSVM) belongs to a data-driven

mechanism. We divide the original dataset into two sets:

training dataset and testing dataset. The former establishes
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the forecasting model, and the latter examines the fore-

casting performance of a well-trained model. We imple-

ment five-fold cross-validation to alleviate the impact of

over-fitting. The decision maker can view IFWTSVM as a

guideline to modify or adjust an investment strategy to

survive in a highly competitive environment, and investors

can use it to allocate their personnel wealth toward suit-

able derivatives. Figure 1 depicts the flowchart of

IFWTSVM.

3 Experimental results

3.1 The data and features

This research takes publicly-listed electronics firms in

Taiwan from 2012 to 2014 as the sample due to their

considerable impact on local investors’ personnel wealth.

In order to depict their operating performance or relation-

ship in their respective supply chain, information about the

enterprises was gathered from the public websites of Tai-

wan Economic Journal Data Bank (TEJ), Taiwan Stock

Exchange Corporation (TSEC), and Taipei Exchange (TE).

Enterprises running a business in this current knowledge

economy are quite different from those that are from a

labor-intensive economy. The core competitiveness of an

enterprise has changed from physical assets to knowledge-

based assets, which encompass its dynamic ability as

generated through its core competences and knowledge

resources [18, 35]. In contrast to multinational or global

firms, enterprises in Taiwan have limited capital as well as

scarce knowledge and human resources. Furthermore, with

global trade liberalization, enterprises in Taiwan have been

encountering numerous challenges from all over the world.

How to survive in a highly competitive environment is

an essential task for managers and decision makers. Qiao

et al. [39] stated that involvement in industry association

networks can help enterprises reach or find implicit

resources, by drawing on such networks for any missing

resources. Gnyawali and Madhavan [21] noted that the

network configuration also shapes the competitive priori-

ties of an enterprise, transforming them into reputational

and informational advantages and a competitive edge. A

few research studies have taken industry association net-

works into consideration to construct an enterprise risk

forecasting mechanism. Thus, this study utilizes a social

network technique to identify the prestige of an enterprise

embedded in industry association networks and tests how

this prestige contributes to the enterprise’s operating

performance.

Measuring the network prestige of an enterprise is about

determining the centrality of a node that has an essential

structural impact on a firm’s leadership, satisfaction, and

efficiency [16]. Betweenness centrality can evaluate the

number of times a particular node lies ‘‘between’’ the

various other nodes in the network. It can be viewed as a

broker or gatekeeper that controls the information flow in

the network [16]. The betweenness of node pk goes as

follows:

CBetweenðpkÞ ¼
Xn

i\

Xn

j

gijðpkÞ
gij

; i 6¼ j 6¼ k; ð27Þ

where the number of geodesics (that is, the shortest paths)

linking pi and pj is expressed as gij, and the number of

geodesics linking pi and pj that includes node pk is repre-

sented as gij(pk).

To execute the forecasting model for enterprise risk

management, which is normally based on financial ratio

analysis, predictor features should first be determined. The

predictor features include three main parts in this study:

one is the efficiency measurement by DEA, another con-

sists of numerous features picked up from financial state-

ments, and the other is the enterprises’ prestige evaluation

through the social network technique. Table 1 presents the

input and output features used for efficiency measurement,

and Table 2 lists the features used for constructing the

enterprise risk management forecasting model.

3.2 Experimental design

We carry out the experiment in accordance with the fol-

lowing stages.

Input: An enterprise risk management dataset.

Output: The forecasting outcome.

Stage 1: Prepare the dataset with financial and social

network features and pre-decided performance ranks by

DEA.

Stage 2: Feed the dataset into IFW to get the informa-

tive features for constructing the forecasting model.

Stage 3: Divide the dataset into two parts: the training

dataset, which is used to construct the forecasting model;

and the testing dataset, which is implemented to examine

the performance of the constructed model. Execute five-

fold cross-validation to overcome the problem of over-

fitting.

Stage 4: Calculate the model’s performance measure-

ment under four evaluation criteria.

Stage 5: To ensure the outcome does not happen by

chance, perform a statistical test.

Stage 6: To measure the robustness of the introduced

model, further consider another performance ranking by

ratio analysis (that is, ROA).

End: The model can be taken as a roadmap to adjust

managerial planning and control activities in order to sur-

vive in highly viotile business environment.
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3.3 Performance measures

There are plenty of performance measures for forecasting

tasks. Commonly implemented performance measures in

financial forecasting domains include accuracy, precision,

recall, and F-measure. We offer brief illustrations of these

measures as follows [30, 38].

Accuracy: It is the percentage of precisely discriminated

modules, and the mathematical format is depicted as:

Accuracy ¼ ðTN þ TPÞ=ðTPþ FPþ FN þ TNÞ ð28Þ

True positive (TP): It is the number of precisely dis-

criminated fault-prone modules, and it is also named as a

sensitivity measure.

Multiple input variables Multiple output variables

Performance ranking by DEA

Financial features Social network feature
Dataset

Feature ranking by SU

Added feature with the highest SU into RST

Performance comparison under statistical testing

Add or Swap features

Reach stop criterion?

Selected feature subset

Yes

No

Filter stage

Wrapper stage

Training datasetTesting dataset

TSVM with RBF kernel

Temporal TSVM

Reach stopping criterion?

Final TSVM
Yes

No

Related parties (Bankers, Managers, Investors, etc.)
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Fig. 1 The IFWTSVM model

Int. J. Mach. Learn. & Cyber.

123



True_Positive = (TP)/(TP ? FN).

False positive (FP): It is the number of non-fault-prone

modules that are misclassified as being fault-prone.

False_Positive = (FP)/(FP ? TN).

True negative: It is the number of precisely discrimi-

nated non-fault-prone modules.

True_Negative = (TN)/(TN ? FP).

False negative (FN): It is the number of fault-prone

module that are misclassified as being non-fault-prone.

False_Negative = (FN)/(FN ? TP).

The precision, recall, and F-measure are expressed as

follows:

Pr ecision ¼ ðTPÞ=ðTPþ FPÞ; ð29Þ

Recall ¼ ðTPÞ=ðTPþ FNÞ ð30Þ

F � measure ¼ ð2 � Pr ecision � RecallÞ=ðPr ecision

þ RecallÞ ð31Þ

3.4 Results and discussion

Feature selection eliminates the cost of time and space

requirement and improves the model’s performance by

removing irrelevant or redundant features. Thus, this pro-

cess can be viewed as an inevitable stage in machine

learning application. We execute incremental filter-wrap-

per subset selection (IFW), providing the results in

Table 3. To examine the usefulness of IFW, we take it as a

baseline and compare it with the other feature selection

techniques usually implemented in the financial domain

(i.e., stepwise regression: SR; and correlation matrix: CM),

the singular filter technique (i.e., SU), and the singular

wrapper technique (i.e., RST), with the results in Table 4a.

To examine that the results do not happen by chance, we

conduct a statistical examination. Table 5 lists the results,

which reveal that IFW outperforms the other four feature

selection techniques.

One interesting finding is that IFWSS picks up the

network prestige property (X20: NP). To examine the

effectiveness of NP (X20), this study implements a with-

and-without strategy and presents the results in Table 6.

Sequentially, the statistical test is performed to eliminate

the result that happens by chance, and the outcomes are in

Table 7. This table indicates that NP (X20) not only can

strengthen the forecasting performance, but can also

increase those assessing criteria. The rationale is, in fact,

that enterprise association networks enable members to

participate in negotiations, mobilize for regional economic

cooperation, and facilitate their innovation ability, which is

a vital element in the knowledge-based economy [1, 26]. In

addition, to examine the effectiveness of the introduced

IFWTSVM, this study compares it with other three clas-

sifiers: support vector machine (SVM), random forest (RF),

and neural networks (NN). The result reveals that the

proposed IFWTSVM is a promising alternative model for

enterprise risk forecasting (see Tables 8, 9).

Table 1 The input and output variables for DEA

Measuring technique: DEA

Input oriented variables Output oriented variables

IOV 1:Total assets OOV 1: Total sales;

IOV 2: Total liabilities OOV 2: Net income

IOV 3: Cost of sales

Table 2 The used features

Symbols Illustration

Financial property

X1: TL/TA OOV 2: Net income

X2: CA/CL Total liability to total assets

X3: EBIT/IE Current assets to current liabilities

X4: NI/S Earnings before interest and tax (EBIT) to

interest expense

X5: NI/TA Net income to sales

X6: NI/FA Net income to total assets

X7: S/FA Net income to fixed assets

X8: WC/TA Sales to fixed assets

X9: C/TA Working capital to total assets

X10: I/S Cash to total assets

X11: CA/S Inventory to sales

X12: CF/TL Current assets to sales

X13: NI/(TA-TL) Cash flow to total liabilities

X14: LTD/TA Net income to (total assets – total liabilities)

X15: C/S Long-term liabilities to total assets

X16: ITR Cash to sales

X17: S/MP Insolvency turnover rate

X18: OI/MC Sales to market capitalization

X19: RTR Operating income to market capitalization

Network prestige

property

Receivable turnover rate

X20: NP Network prestige

Table 3 The selected features by IFW

Symbols Illustration

X1: TL/TA Total liability to total assets

X4: NI/S Net income to sales

X7: S/FA Sales to fixed assets

X10: I/S Inventory to sales

X19: RTR Receivable turnover rate

X20: NP Network prestige
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The outstanding forecasting performance of IFWTSVM

comes with a critical weakness—it lacks interpretability,

which impedes its real-life application [31]. To improve

and get more insight into the decision-making process of

IFWTSVM, we implement the swarm intelligence tech-

nique (namely, particle swarm optimization: PSO) to yield

Table 4 The experimental

results
Model IFWTSVM SWTSVM CMTSVM SUTSVM RSTTSVM

ACC 91.24 75.16 76.48 82.08 82.08

PRE 92.08 75.68 77.36 82.4 82.96

REC 90.59 74.90 76.00 81.90 81.53

F-M 91.32 75.29 76.67 82.14 82.24

ACC accuracy, PRE precision, REC recall, F-M F-measure

Table 5 The statistical results

Model Baseline: IFWTSVM

SWTSVM CMTSVM SUTSVM RSTTSVM

Hypothesis H0 : lIFWTSVM ¼ lSWTSVM;CMTSVM;SUTSVM;RSTTSVM

H1 : lIFWTSVM 6¼ lSWTSVM;CMTSVM;SUTSVM;RSTTSVM

Assessing criteria: ACC

Results P-value = 0.000 (***) P-value = 0.000 (***) P-value = 0.000 (***) P-value = 0.001 (***)

Assessing criteria: PRE

Results P-value = 0.000 (***) P-value = 0.000 (***) P-value = 0.000 (***) P-value = 0.001 (***)

Assessing criteria: REC

Results P-value = 0.000 (***) P-value = 0.000 (***) P-value = 0.000 (***) P-value = 0.004 (***)

Assessing criteria: F-M

Results P-value = 0.000 (***) P-value = 0.000 (***) P-value = 0.000 (***) P-value = 0.001 (***)

ACC accuracy, PRE precision, REC recall, F-M F-measure

* P-value\ 0.1; ** P-value\ 0.05; *** P-value\ 0.01

Table 6 The results under

with-and without strategy

(Average performance)

Model IFWTSVM SVM RF NN

Criteria With Without With Without With Without With Without

ACC 91.24 82.92 84.80 79.08 81.84 77.92 79.32 74.28

PRE 92.08 83.52 85.84 79.28 83.52 77.92 79.92 75.04

REC 90.59 82.61 84.09 78.98 80.79 77.93 78.99 73.90

F-M 91.32 83.03 84.95 79.13 82.13 77.92 79.44 74.46

ACC accuracy, PRE precision, REC recall, F-M F-measure

Table 7 The statistical results

Model IFWTSVM SVM RF NN

Hypothesis H0 : lwith ¼ lwithout
H1 : lwith 6¼ lwithout

ACC P-value = 0.000 (***) P-value = 0.003 (***) P-value = 0.005 (***) P-value = 0.001 (***)

PRE P-value = 0.000 (***) P-value = 0.001 (***) P-value = 0.001 (***) P-value = 0.024 (***)

REC P-value = 0.003 (***) P-value = 0.011 (**) P-value = 0.028 (**) P-value = 0.000 (***)

F-M P-value = 0.000 (***) P-value = 0.002 (***) P-value = 0.003 (***) P-value = 0.003 (***)

ACC accuracy, PRE precision, REC recall, F-M F-measure

* P-value\ 0.1; ** P-value\ 0.05; *** P-value\ 0.01
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the knowledge represented in an ‘‘If–Then’’ style. This

optimization technique was introduced by Eberhart and

Kennedy (1995) and is grounded on the analogy of the

behavior of flocks of birds or schools of fish. PSO has

demonstrated that it can reach faster convergence in

comparison with a genetic algorithm (GA). Furthermore,

from the viewpoint of application, PSO scales well and is

not sensitive to population size [36].

The selection of the most essential rule sets from

IFWTSVM can be transformed into optimization tasks that

can be handled by PSO. The principles of rule selection are

based on two assessing criteria: (1) Coverage and (2)

Precision.

Coverage criterion: Coverage ¼ NCPðSÞ=jSj; ð32Þ

where NCP(S) denotes the number of instances that have

been correctly discriminated in dataset S, and |S| is the

number of instances in dataset S.

Precision criterion: Precision ¼ ð1 þ TPÞ=ð1 þ TPþ FPÞ;
ð33Þ

where TP denotes the number of True Positive, and FP

denotes the number of False Positive. This assessing cri-

terion is not only performed to evaluate the quality of the

Rules, but also is implemented to prune the rules when the

value of Pr ecision is smaller than 0.1. For a more detailed

illustration of the rule generation procedure, one can refer

to Chen and Ludwig [12]. Table 10 lists the rules derived

from IFWTSVM.

3.5 Robust test

Measuring an enterprise’s operating efficiency can also be

related to financing and investing strategies. Thus, how to

appropriately evaluate its operating performance is a crit-

ical task under a turbulent and competitive business envi-

ronment. Many researchers have employed ROA or ROE

Table 8 The forecasting results

of each model
Model IFWTSVM SVM

Condition ACC PRE REC F-M ACC PRE REC F-M

CV-1 91.00 92.80 89.58 91.16 87.20 89.60 85.50 87.50

CV-2 90.80 92.40 89.53 90.94 85.20 86.00 84.65 85.32

CV-3 92.20 92.00 92.37 92.18 84.40 85.20 83.86 84.52

CV-4 92.00 91.20 92.68 91.94 83.80 83.60 83.94 83.77

CV-5 90.20 92.00 88.80 90.37 83.40 84.80 82.49 83.63

AVG. 91.24 92.08 90.59 91.32 84.80 85.84 84.09 84.95

Model RF NN

Condition ACC PRE REC F-M ACC PRE REC F-M

CV-1 84.60 87.20 82.89 84.99 80.80 81.20 80.56 80.88

CV-2 81.80 83.20 80.93 82.05 79.00 80.00 78.43 79.21

CV-3 80.80 82.00 80.08 81.03 78.40 79.60 77.73 78.66

CV-4 82.40 84.80 80.92 82.81 79.20 77.60 80.17 78.86

CV-5 79.60 80.40 79.13 79.76 79.20 81.20 78.08 79.61

AVG. 81.84 83.52 80.79 82.13 79.32 79.92 78.99 79.44

ACC accuracy, PRE precision, REC recall, F-M F-measure

Table 9 The statistical

outcomes of each model
Base model IFWTSVM IFWTSVM IFWTSVM

Compared model SVM RF NN

Hypothesis H0 : lIFWTSVM ¼ lSVM;RF;NN

H1 : lIFWTSVM 6¼ lSVM;RF;NN

ACC P-value = 0.001 (***) P-value = 0.000 (***) P-value = 0.000 (***)

PRE P-value = 0.001 (***) P-value = 0.002 (***) P-value = 0.000 (***)

REC P-value = 0.002 (***) P-value = 0.001 (***) P-value = 0.000 (***)

F-M P-value = 0.001 (***) P-value = 0.000 (***) P-value = 0.000 (***)

ACC accuracy, PRE precision, REC recall, F-M F-measure

* P-value\ 0.1; ** P-value\ 0.05; *** P-value\ 0.01
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as a surrogate to determine a firm’s operating performance,

but different criteria lead to quite different outcomes. To

robust the usefulness of the introduced model, this study

changes the assessing criteria from DEA to ROA, with the

results in Tables 11, 12. The research findings state that the

proposed IFWTSVM still achieves optimal forecasting

quality.

4 Conclusions

The proper forecasting of an enterprise’s potential financial

distress/crisis is of considerable importance to managers,

decision makers, stakeholders, and other parties. Numerous

researchers in prior works have put forth considerable

attention on the financial ratios of enterprises when con-

structing a financial distress/crisis forecasting model. In

comparison with previous financial crisis or distress fore-

casting studies, research on enterprise performance mea-

surement is quite rare. Because the main reason an

enterprise encounters financial trouble is due to poor

management, its operating efficiency can be used to reflect

the effectiveness of firm management. Thus, with its ability

to handle multiple input and output variables, this study has

used DEA to evaluate the operating performance of

enterprises.

In the current knowledge-based economy, an enter-

prise’s core competitiveness has changed from physical

assets to knowledge-based assets, which encompass the

operational performance it generates through knowledge

resources. The structural position of an enterprise

embedded into industry association networks offers vari-

ous opportunities for it to learn from other enterprises and

to have access to new knowledge that is essential for

generating innovative ideas and attractive products. In

other words, an enterprise with a suitable understanding

of its structural position can become a gatekeeper of

reliable or novel information concerning the know-how

and market trends that can be spread by networks. In fact,

the public sectors can allocate much more resources

towards specific enterprises that have a superior network

position so as to strengthen their operating performances

Table 10 The knowledge visualized from IFWTSVM

If ‘condition’ Then ‘decision’

X1: TL/TA is between 0.54 and 0.63, X4: NI/S is between -0.03 and 0.04, and X20:NP is between 0.05 and 0.01 Inefficiency

X7: S/FA is between 1.32 and 2.13, X10: I/S is between 0.02 and 0.08 and X20:NP is between 0.64 and 0.73 Efficiency

X4: NI/S is between 0.17 and 0.28, and X19: RTR is between 2.12 and 3.12 Efficiency

X1: TL/TA is between is between 0.27 and 0.39, X7: S/FA is between 0.03 and 0.11 Inefficiency

X7: S/FA is between 1.32 and 2.13 and X20: NP is between 0.64 and 0.73 Efficiency

Table 11 The forecasting

results of each model
Model IFWTSVM SVM

Condition ACC PRE REC F-M ACC PRE REC F-M

CV-1 86.80 84.40 88.66 86.48 84.00 83.60 84.27 83.94

CV-2 87.00 86.40 87.45 86.92 81.80 82.00 81.67 81.84

CV-3 89.40 89.60 89.24 89.42 86.40 84.40 87.92 86.12

CV-4 90.20 88.00 92.05 89.98 81.80 79.20 83.54 81.31

CV-5 88.00 86.00 89.58 87.76 80.40 80.40 80.40 80.40

AVG. 88.28 86.88 89.40 88.11 82.88 81.92 83.56 82.72

Model RF NN

Condition ACC PRE REC F-M ACC PRE REC F-M

CV-1 78.40 80.00 77.52 78.74 79.40 80.40 78.82 79.60

CV-2 79.40 79.20 79.52 79.36 78.60 79.60 78.04 78.81

CV-3 77.20 74.00 79.06 76.45 80.80 82.00 80.08 81.03

CV-4 79.60 79.20 79.84 79.52 82.60 84.40 81.47 82.91

CV-5 80.00 80.80 79.53 80.16 79.00 80.80 77.99 79.37

AVG. 78.92 78.64 79.09 78.85 80.08 81.44 79.28 80.34

ACC accuracy, PRE precision, REC recall, F-M F-measure
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as well as to upgrade a country’s overall industrial level.

The literature has very infrequently considered industry

association networks when constructing an enterprise

operating performance forecasting model. To fill this gap,

we have herein set up the structural position model of an

enterprise.

Inspired by the hybrid mechanism, this study has pro-

posed a novel architecture, the IFWTSVM model, for

enterprise operating performance forecasting. IFWTSVM

can be divided into two main parts: (1) essential feature

subset selection and (2) forecasting model construction.

We execute the essential feature subset selection by an

incremental filter-wrapper strategy and a statistical exam-

ination. With its superior forecasting quality and efficiency,

we select TSVM to construct the forecasting model. The

result can be taken as a pre-warning model for investors to

modify their investing strategies and to more suitably

allocate their personnel wealth into financial derivatives for

risk hedging purposes.

To facilitate the application of the black-box model (the

TSVM-based model), this study has implemented PSO to

extract the inherent knowledge from IFWTSVM. The

knowledge is represented in a more intuitive and human

readable way. Managers of enterprises can thus utilize the

rule base (i.e., knowledge base) as a tutorial to adjust their

operational direction as well as to decrease their firm’s

exposure to risk.

Several issues remain that could be considered in

future research. First, the forecasting model can be

extended into a more sophisticated hybrid mechanism,

such as a parallelized learning strategy and a fuzziness

category-based divide-and-conquer strategy, so as to

strengthen forecasting performance [3, 34, 55]. Second, in

addition to data dimensionality reduction techniques (i.e.,

feature selection and feature extraction), other data pre-

processing techniques (i.e., data uncertainty elimination

by the fuzzy set theory) can be implemented for com-

parison [22, 56].
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