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What is Al?

* Alis where the machine’s actions/output is
indistinguishable from a trained person’s actions/output

* Types of Al:
— Artificial General Intelligence
— Artificial Narrow Intelligence



A X
U5 General Examples

. . Fraud Customer
Self-Driving Cars Speech-to-text
. Machine Proxy
Reducing o Call-Centre
Analysing Recommender Sales Sentiment
Satellite Photos Systems Forecasting Analysis
. _ e Anti-Money Geographic
Reading X-rays Text-to-Speech




History of Al

Al HAS A LONG HISTORY OF BEING “THE NEXT BIG THING"...

Timeline of Al Development

Popularity * 1950s-1960s: First Al boom - the
age of reasoning, prototype Al
developed

* 1970s: Al winter |

* 1980s-1990s: Second Al boom: the
age of Knowledge representation
(appearance of expert systems
capable of reproducing human
decision-making)

= 1990s: Al winter |l

= 1997: Deep Blue beats Gary
Kasparov

|

|

|

i * 2006: University of Toronto
i develops Deep Learning
|

|

|

]

Explosive
Growth

Al winter Il

Al wlinter |

= 2011: |BM’s Watson won Jeopardy

* 2016: Go software based on Deep
Learning beats world’s champions

1950 1956 1974 1980 1987 1993 Time

https://www.actuaries.digital/2018/09/05/history-of-ai-winters/
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Types of Al

e Tribes of Al

— Connectionists (inspired by neuroscience)

— Bayesians (learn from experience)

— Evolutionists (inspired by evolution)

— Symbolists (if....Then...elseif....then....therefore)

— Analogisers  (Learn new things based on existing knowledge base)



Data Storage Costs
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Digitalization
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Number of Wifi-Connected Devices

Connected Devices

20 Billion

18

» Wearables

Smart TVs Internet

14 of
Things

12 9
Tablets
Smartphones
PCs



Volume of Data




omputer Speeds

120 Years of Moore’s Law
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Data Science Tools

Google Trends Keywords 2009 - 2017

‘8_ —-| —— Matlab Data Science
= = Python Data Science /
~ R Data Science /
= = SAS Data Science B
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Machine Learning

Google Machine Learning
Achieving Higher Word Accuracy, 2013-2017

100%

95%

90%

80%

Word Accuracy Rate (%)

———Google -~ - Threshold for Human Accuracy
70%
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What are Neural Networks Used For?

* Regression

— Predicting a real number

* Classification
— Predicting what category something belongs to

* Unsupervised Learning
— E.g. Clustering



Regression/Classification vs Specification

Functional Specification:
* Define every single step in the process
* Then implement each step

Regression/Classification
* Define the architecture of the model
* Tell the model what the output should be

* Let the computer find the optimal model
— Which gives the best match to the desired output



Regression

Linear Regression Model: Al ..

-~

Y =b+ aX

10

Choose Loss Function

(e.g. Sum of Square Errors) .ot > <3 '
Choose parameters a and / .

b which minimise the loss

function 26 "0 10 20 30 40 50 60

Neural Network Model:

Y =fi(by +a; #fo(by +ay xfz(ev...... £.(by + a,X))))



%5 Classification

https://www.csie.ntu.edu.tw/~yvchen/doc/TSMC ML-Tutorial.pdf
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L% Digital Photos
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Source: Openframeworks.cc
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5 Classification
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Digital Text

« Can be converted to vectors of numbers
* Glove
 Word2Vec
 Word Embeddings



Lﬂé Classification
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https://www.csie.ntu.edu.tw/~yvchen/doc/TSMC ML-Tutorial.pdf
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é Classification

l Sample of cats & dogs images from Kaggle Datasei

1 1o lo lo |no 2 (1 |0 10 |0o
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U5 Regression and Classification

. . Fraud Customer
Self-Driving Cars Speech-to-text
. Machine Proxy
Reducing o Call-Centre
Analysing Recommender Sales Sentiment
Satellite Photos Systems Forecasting Analysis
. _ e Anti-Money Geographic
Reading X-rays Text-to-Speech




Classification
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U5 Regression and Classification

. . Fraud Customer
. Machine Proxy
Reducing o Call-Centre
Analysing Recommender Sales Sentiment
Satellite Photos Systems Forecasting Analysis
. _ e Anti-Money Geographic
Reading X-rays Text-to-Speech
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Digital Audio Files

0.5k i ; |
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* Digital Audio files are stored as a time series of arrays
« Each array contains information on pitch and loudness

Source: ch.mathworks.com
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. . Fraud Customer
Self-Driving Cars Speech-to-text
. Machine Proxy
Reducing o Call-Centre
Analysing Recommender Sales Sentiment
Satellite Photos Systems Forecasting Analysis
. _ e Anti-Money Geographic
Reading X-rays Text-to-Speech
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Universal Approximation Theorem

* In theory, neural networks can approximate any continuous
function

* Corollory: Any task which can be approximated by a continuous
function can be approximated by a neural network

— Any task which can be specified using a continuous function can be
approximated by a neural network



How do Neural Networks Work?

Input
Layer

Hidden
Layer1

\

/

3 Input Features
(e.g. Floor Area,

Garden Area,
Location Rating)

Hidden
Layer 2

\

Output
Layer

-
\9-

i

Weighted connection
between the last neuron in
layer 1 and the last neuron

in layer 2.

4 neurons in this layer.
Each neuron reads data
from preceding layer, does
a calculation, and passes
on result to nextlayer

Single output neuron

(e.g. House Price)



= How do Neural Networks Work?

Output
Layer

Is there a bicycle
@ inthe Picture?




How do Neural Networks Work?

Hidden Layer 2

Output
Layer

(High-Level Features)

Is there a
g Triangular Frame?

Is there a front
wheel?

Is there a bicycle
in the Picture?

Is there a back
wheel?

iagal




How do Neural Networks Work?

Hidden Layer 1 Hidden Layer 2 Output
(Edge Detector) (High-Level Features) Layer

Is there a Horizontal Is there a
Line on Top? Triangular Frame?

Is there a diagonal line
at the front?

Does the diagonal line
intersect with the
Horizontal Line? R

Is there a front
wheel?
Is there.....7

Is there a back N

Is there.....7




How do Neural Networks Work?

Input
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Layer1
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3 Input Features
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How do Neural Networks Work?

AZ
/52

import torch.nn as nn
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self.fc2 = nn.Linear(15,
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http://neuralnetworksanddeeplearning.com
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How do Neural Networks Work?

Convolution
Layer

24x 24

/ I >
Convolution .~ AidAdAA- A 1

(Sx5Skernel) « 10 filters *  Max Pooling
(2x2)

e FC*
ooling X Laver
Convolution y
Layer Pooling ' re
Layer n Layer
~N -
E e >
e o O
o AP LA AAA ) » ' 5 10 10
* 2 4 Log Soft
20 100 0 max
Max Pooling Flatten

Convolution

(5 x5 kernel) (2x2)

*FC=Fully Connected

https://codetolight.wordpress.com/2017/11/29/getting-started-with-pytorch-for-deep-learning-part-3-neural-network-basics/
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AZ How do Neural Networks Work?

/52

class Net(nn.Module):
def __init_ (self):

super(Net, self). init ()
# define all the components that will be used in the NN
self.convl = nn.Conv2d(1l, 18, kernel size=5)
self.conv2 = nn.Conv2d(1@, 20, kernel size=5)
self.mp = nn.MaxPool2d(2, padding=@)
self.drop2D = nn.Dropout2d(p=0.25, inplace=False)
self.fcl = nn.Linear(320,100)
self.fc2 = nn.Linear(lee,10)

https://codetolight.wordpress.com/2017/11/29/getting-started-with-pytorch-for-deep-learning-part-3-neural-network-basics/



https://codetolight.wordpress.com/2017/11/29/getting-started-with-pytorch-for-deep-learning-part-3-neural-network-basics/

How do Neural Networks Work?

Convolution cos
N Layer Pooling . i Layer .
Y 550 Layer onvolution Pooli
P // / Layer e f—
V - / Z y e % Layer .
[ =) 5
e ~ (= - Q
Q- | <t )| / a \
| o ~ 2 = (@)
-— “ '7"_7- YINBN > 5 10 10
==uuil b, . 20 . =
- Lo o og Softmax
Convolution A~ ///'/ 10 20 7 100
(5x5kernel) « Max Poaling Flatten

» : Convolution
. Pool
10 filters Max Pooling

(2x2) (5 x5 kernel) (2x2)

*FC=Fully Connected

https://codetolight.wordpress.com/2017/11/29/getting-started-with-pytorch-for-deep-learning-part-3-neural-network-basics/
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A mostly complete chart of

o= Neural Networks ...

T Input Cell ©2016 Fjedar van Veen - asimovinstitute.org

é Noisy Input Cell Perceptron (F) Feed Forward (FF) Radial Basis Netwark (RBF)

@ Hicdenceu _
@ rrobablistic Hidden Cell -

@ spiking Hidden Cell

@ outputcen

Recurrent Meural Network (RNN) Long / Short Term Memory (LSTM)
= O 0

. Match Input Output Cell

. Recurrent Cell
. Memory Cell

. Different Memory Cell

Auto Encoder (AE) Variational AE (VAE) Denoising AE (DAE) Sparse AE (SAE)

 Kernel

O Convolution or Pool

Markov Chain (MC) Hopfield Netwark (HN) Boltzmann Machine (BM)  Restricted BM (RBM)

Gt

Deconvolutional Netwaork (DN} Deep Convolutional Inverse Graphics Network (DCIGN)

Generative Adversarial Network (CAN) Liquid State Machine (L5SM)  Extreme Learning Machine (ELM)

AV

Deep Residual Netwaork (DRM) Kohaonen Netwark (KN) Suppnrt Vectar Machine (SVM)  Neural Turing Machine (NTIM)

SSTISeas s toe

http://www.asimovinstitute.org/neural-network-zoo/
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Practical Example: Traditional Modelling and
Machine Learning
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How much is a 1000 square foot house?

House Price

House Price vs Square Footage

180000 1

160000

140000 -

120000 -

100000 1

80000 1

60000 -

40000 4

20000 -

600

800 1000 1200
Square Feet

1400

Eyeball
approach:

Around
€90k
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Linear Regression Predictive Model

180000

160000

140000

120000

2 100000
=1

[=]
I

80000

60000

40000

20000

House Price vs Square Footage: Normal Equation

600

800

1000
Square Feet

1200

1400

 Linear Regression
Model:

* Price =€101,955
 Slope =108

* Intercept = -5,700
« MSE = 258 million

« But how do you find
the slope and
Intercept?
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Functional Specification Approach: Normal Equation

Linear Reqgression Model:

y=ax+b=0X
where:

» 0=|a b

« X =[x 1]

Choose Loss Function, such as Mean Squared Error
Calculate parameters theta using formula:

0= (X"X)"'XTy
theta
y_hat

(np.linalg.pinv(X.T * X) * X.T) * Y
X *® theta
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Linear Regression Predictive Model

180000

160000

140000

120000

2 100000
=1

[=]
I

80000

60000

40000

20000

House Price vs Square Footage: Normal Equation
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..

600 800 1000 1200 1400

Square Feet

Linear Regression
Model:

* Price =€101,955
 Slope =108

* Intercept = -5,700
« MSE = 258 million



Approach 1: Normal Equation

Problem with normal equation:
 Only works if XX is invertible

* Doesn’t work on other models

* Doesn’t work well on large datasets
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Approach 2: Gridsearch

MSE for different slopes and intercepts

lell

Point with minimum MSE:

26
Slopes 113.16
Intercepts -11.052.63

MSE 261,059 45022
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Approach 2: Gridsearch

MSE for different slopes and intercepts

Point with minimum MSE:

128
Slopes 106.32
Intercepts -4 736.84

MSE 2539358 356054
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Approach 2: Gridsearch

MSE for different slopes and intercepts

Point with minimum MSE:

1708
Slopes 107.68
Intercepts -h 74372

MSE 258 689,013.27



House Price

Approach 2: Gridsearch

House Price vs Square Footage: Gridsearch

1800001 __ Gridsearch .
—— Normal Equation . o... °
160000 1
140000 1
1200007 Point with minimum MSE:
100000 1 1708
Slopes 107.68
80000 Intercepts -5, 743.72
MSE 258 68901327
60000 1
40000 -
20000 1

600 800 1000 1200 1400
Square Feet



Approach 2: Gridsearch

* Problem with gridsearch: Very
Inefficient
* Only works for models with a
handful of parameters
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Approach 2: Gridsearch

MSE for different slopes and intercepts

Point with minimum MSE:

1708
Slopes 107.68
Intercepts -h 74372

MSE 258 689,013.27



Approach 3: Stochastic Gradient Descent

MSE for different slopes and intercepts

1.0
oo
X los
20000 ™\ ¢
100.0

S, - e
10000 —""_ 1075
% e 1100,
—-20000 S s 1125 90

-30000 . 117.5

. You don’t know the slope

and intercept, so randomly
choose them

. Therefore you start at a

random point

. Calculate the slope of the

MSE loss surface at that
point

4. Take a step downhill

Repeat 3 and 4 until you
reach the lowest point on
the loss surface
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Approach 3: Stochastic Gradient Descent

MSE for different slopes and intercepts

®,
“£10000
-20000
e
~30000

. You don’t know the slope

and intercept, so randomly
choose them

. Therefore you start at a

random point

. Calculate the slope of the

MSE loss surface at that
point

4. Take a step downhill

Repeat 3 and 4 until you

reach the lowest point on

the loss surface
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Approach 3: Stochastic Gradient Descent

MSE for different slopes and intercepts

®,
“£10000
-20000
e
~30000

. You don’t know the slope

and intercept, so randomly
choose them

. Therefore you start at a

random point

. Calculate the slope of the

MSE loss surface at that
point

4. Take a step downhill

Repeat 3 and 4 until you

reach the lowest point on

the loss surface



Approach 3: Stochastic Gradient Descent

180000

160000

140000

120000

100000

House Price

80000

60000

40000

20000

House Price vs Square Footage: Pytorch SGD

— Pytorch SGD
—— Normal Equation

800

1000
Square Feet

1200

1400

SGD gives exact
same answer as
Normal Equation
In this example
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SGD: Python Code

1 a = Variable(torch.ones(1,1), requires_grad=True)

2 b = Variable(torch.ones(1,1), requires grad=True)

2

4  optimizer = torch.optim.5GD([a, b],lr=0.8081) # Use 5GD machine-learning algorithm

5 loss fn = torch.nn.M5ELoss() # Use Mean-5quared-Error Loss metric

7 for 1 in range(58808): # Take 568k steps downhill
a v _ hat = a*x + b # Model

loss = loss_fn(y hat, y) # Calculate MSE for this particular model

18 optimizer.zero_grad()

11 loss.backward() # Calculate slope of loss surface

12 optimizer.step() # Step downhill



Approach 3: Stochastic Gradient Descent

House Price vs Square Footage: Pytorch SGD

18000071 __ pytorch sGD

—— Normal Equation . *e o

160000 -

140000 1

120000 -

100000 1

House Price

80000 1

60000 -

40000 -

20000 -

600 800 1000 1200 1400
Square Feet
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SGD: Cubic Polynomial

L Pl =t

[ T T =%

i}

3 LD

\

12
13
14

Variable
Variable

torch.ones{1,1), requires_grad=True
torch.ones(1,1), requires_grad=True

)
)
)
)

5 T i TR s i ]
Il
T e

Variable(torch.ones(1,1), requires_grad=True
= Variable(torch.ones{1,1), requires grad=True

optimizer = torch.optim.5GD([a, b, c, d],1lr=08.8881) # Use SGD machine-learning algorithm
loss fn = torch.nn.M5ELoss() # Use Mean-Squared-Error Loss metric
for i in range(l@86ea): # Take Iﬂbk steps downhill

vy _hat_ 2 = a*x**3 + b*x**2 + ¢*x + d # Model

loss = loss _fn(y _hat 2, vy) # Calculate MSE for this particular model

optimizer.zero_grad()

loss.backward() # Calculate slope of MSE loss surface

optimizer.step() # Step downhill



SGD: Cubic Polynomial

House Price

180000

160000 4

140000 4

120000 4

100000

80000 4

60000 4

40000 4

20000 4

House Price vs Square Footage: Pytorch SGD

—— Cubic Polynomial .
—— Normal Equation *e o

600 800 1000 1200 1400
Square Feet
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oo
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SGD: Exponential Model

a = Variable(torch.ones(1,1), requires grad=True)
b = Variable(torch.ones(1,1), requires_grad=True)
optimizer = torch.optim.5GD([a, b],lr=0.8881) # Use SGD machine-learning algorithm
loss fn = torch.nn.MSELoss() # Use Mean-5quared-Error Loss metric
for 1 in range(56868): # Take 58k steps downhill
vy _hat 2 = a*np.exp(x) + b # Model

loss = loss_fn(y _hat_ 2, vy) # Calculate MSE for this particular model
optimizer.zero_grad()

loss.backward() # Calculate slope of MSE Loss surface
optimizer.step() # Step downhill



SGD: Exponential Curve

House Price vs Square Footage: Pytorch SGD

—— y hat=ae™x+b
180000 1 —— Neormal Equation

160000 -

140000 -

120000 -

100000 -

House Price

80000 -

60000 -

40000 4

20000 +

600 800 1000 1200 1400
Sq uare Feet



67

(o L R = I [y M Ty

[}

SGD: Exponential Plus Cubic Model

o
I I

optimizer = torch.optim.S5GD([a, b],lr=8.8861)
loss fn = torch.nn.MSELoss()

for i in range(l8660a):
vy _hat_2 = a*np.exp(x) + b*x**3
loss = loss fn(y_hat 2, v)
optimizer.zero_grad()
loss.backward()
optimizer.step()

#

3 : -

= :

£F
LLa
£F
LLa

Variable(torch.ones(1,1), requires grad=True)
Variable(torch.ones(1,1), requires grad=True)

Use SGD machine-Llearning algorithm
Use Mean-Squared-Error Loss metric

Take 18Pk steps downhil

Model

Calculate MSE for this particular model

Calculate slope of MSE

Step downhill

L

Loss surface



SGD: Exponential Plus Cubic Model

House Price vs Square Footage: Pytorch SGD

200000 -
— y hat=ae™x +bx"3

—— Normal Equation

175000 1
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SGD: Sine Regression

a
b

Variable(torch.ones{1,1), requires_grad=True)
Variable(torch.ones{1,1), requires_grad=True)

optimizer = torch.optim.5GD([a, b],lr=68.80861) # # Use 5GD machine-learning algorithm

loss_fn = torch.nn.M5ELoss() # Use Mean-5quared-Error Loss metric
for i in range(5866@): # Take 56k steps downhill
y_hat_2 = a*np.sin(x) + b # Model

loss = loss_fn(y_hat_ 2, v) # Calculate MSE for this particular model
optimizer.zero grad()

loss.backward() # Calculate slope of MSE Loss surface
optimizer.step() # Step downhill



SGD: Python Code

House Price vs Square Footage: Pytorch SGD

1800001 y hat = asin(x) + b

—— Normal Equation . oo o
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SGD: Mathematical Background

1 1 &
MSE=— Y Gi—y)? = == Y (ax + b — )’
2m ;t}f }‘} 2m i=1 {ﬂ: ’ :ﬂ}

Calculate the partial derivative of the loss function with respect to each of its parameters. This tells
you the slope of the loss surface wrt each of parameters.

dMSE 1

» - E‘( X; Vi)x;
dMSE 1 -«
T = E ;{HI,' + b — _]..-:]

Then move towards the lowest point on the loss surface by taking small steps downslope.

« [fthe slope is positive, reduce the parameter.
« [f the slope is negative, increase the parameter.



Benefits of SGD

* |t is straightforward to calibrate predictive models

* You can build models with thousands of parameters
« Can work on huge data sets
« Can achieve human-level accuracy

 You can build models for all different types of data
 Pictures
* Videos
« Audio
* Text
 Policyholder datafiles
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http://www.asimovinstitute.org/neural-network-zoo/

Benefits of SGD

* |t works very well in practice
* You can choose models which are a good fit to the data
» Rather than choosing models which you are able to fit to the data



Agenda

* Whatis Al?

* Regression/Classification vs Specification

* How do Neural Networks work?

* Gradient Descent Optimisation

 Why Should Actuaries be Interested? <
 Examples



Jobs that pay over $100k

Job title Average annual salary Job title Average annual salary
Neurologist $217,837 Data scientist $135,315
Psychiatrist $194,563 Chief financial officer $127,887
Anesthesiologist $173,694 Android developer $120,971
Radiologist $168,706 Senior software engineer $119,791
Physician $165,391 Full stack developer $111,709
Dentist $157.250 Actuary $111,474
Director of product management $147,363 Tax manager $108,515
Surgeon $140,892 Director of business development $107,789
Machine learning engineer $137,332 Architect $104,080
Vice president of sales $136,071 Nurse practitioner $103,233
B ‘indeed

Source: Indeed.com, November 2017

M1



Why Should Actuaries Be Interested?

Powerful new tools to solve real-world problems
— Neural Networks for modelling big datafiles
— Fast open-source end-to-end calculation abilities

— Gradient Descent = general purpose solver for complex models

The ultimate wider field?

— Take actuarial skill-set out of actuarial department and into the real world
Already familiar with handling data and regression modelling
Low hanging fruit?

Superstar salaries for top researchers

Competition vs data scientists?



Opportunities for Insurance Companies

Extract value from their data

Better understanding of risks and opportunities by doing quick,
novel analyses of the data

Good models can do the same amount of work as 1000 people
(at any particular task)

— |t may not be feasible for companies to hire 1000 people to perform a
certain task

— But they may be interested in getting an actuary to produce a model
which can do that task

— That model could be scaled up to be run on many computers so could do
the work of say 1000 people



Opportunities for Companies

* New companies could develop massive structural
advantages over incumbents?

— E.g. Amazon have massive structural advantages over
traditional retailers

— E.g. companies who improve retention will increase market
share over time



Online courses on deep learning
(e.g. Coursera / Udacity / FastAl)

Learn Python (or Julia)

https://www.reddit.com/r/learnpython/wiki/index

Meetup groups

SAI Data Analytics Subcommittee


https://www.reddit.com/r/learnpython/wiki/index

AZ

V2 Coursera Deep Learning Course

Jazz improvisation

Face Recognition

Text Generation




- Coursera Deep Learning Course
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Agenda

* Whatis Al?

* Regression/Classification vs Specification
* How do Neural Networks work?

* Gradient Descent Optimisation

 Why Should Actuaries be Interested?

* Brainstorming <«



(% Brainstorming

What mapping f() do you want to discover

For dataset X and target variable Y

Which enables you to estimate ¥ = f(X) for new or
updated values of X?




% Brainstorming

What output / task would you like a computer to do?



% Brainstorming

Many possible datasets Very Flexible Model Many possible target variables

Policyholder

Datafiles Policy Reserves

Claims Datafiles

Time Series Data

Mapping Fraud / Not Fraud

Text Files

Pictures Risk of Lapsing:
High/Medium/Low

Videos

Audio Rating from 1-5




A X
U5 General Examples

. . Fraud Customer
Self-Driving Cars Speech-to-text
. Machine Proxy
Reducing o Call-Centre
Analysing Recommender Sales Sentiment
Satellite Photos Systems Forecasting Analysis
. _ e Anti-Money Geographic
Reading X-rays Text-to-Speech




Example: Captioning

_ Red dress with White Spots
and Black Belt

Train
Model R

Christmas Hat

Red sweater with white stripes on
— arms and Gingerbread man with

* In future:
— Run thousands of pictures through the model every week
— The model will output a caption for each picture
— Use model output in recommender system and stock system
— The model predicts what a human captioner would describe it as



Automated Phone Answering System

Converts Person’s Voice to Text

Speech-to-text

Translates it into the language

Machine translation used in HQ

Generates appropriate response
to what the person said

Recommender Helps the chatbot make
Systems recommendations

Converts the text back into
audio

Chatbots

Text-to-Speech



Example: Fraud Detection

(1,0)

Claimi s
' Fraudulent

Train ©.1) 1)

Model R (0,0) (1,0)
g : Claim isn’t

/ Fraudulent

__ (01 (1, 1)

e |n future:
— Record the mouse tracks for each claim

— Run these through the model

— The model will predict whether each incoming claim is fraudulent
or non-fraudulent

i

AN
\
\

T




% Brainstorming

Many possible datasets Very Flexible Model Many possible target variables

Policyholder

Datafiles Policy Reserves

Claims Datafiles

Time Series Data

Mapping Fraud / Not Fraud

Text Files

Pictures Risk of Lapsing:
High/Medium/Low

Videos

Audio Rating from 1-5




When to use Neural Networks

Some or all of:

* When the problem can’t be easily solved using functional
specification

— When you have noisy real-world data
* When you have lots of data

* When you have access to high-speed computing systems

 When accuracy is more important than interpretability

— May achieve human-level accuracy but may be black-boxish

* When you need to produce results regularly and quickly



Any Questions?

* Whatis Al?

* Regression/Classification vs Specification
* How do Neural Networks work?

* Gradient Descent Optimisation

 Why Should Actuaries be Interested?
 Examples



